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ABSTRACT: Sentiment analysis is done in every field and it is adopted for analyzing the people’s mood and 
also about people’s view on products, online sites, etc. The paper deals with how sentiment analysis is 
important and also gives the detailed analysis of different types of methods involved in sentiment analysis 
and gives what are all the things to be taken into sentimental analysis had become a part of every-day life. 
Many techniques have been introduced for analyzing the sentiment and the accuracy of the result fully 
depends on the type of the application that  are working with and also on what Application programming 
Interface (API) and  analyzing the sentiments for different applications. Further improvements in techniques 
may occur in future for sentimental analysis. 
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I. INTRODUCTION 

Sentiment analysis [1] has many different sources like 
Online site reviews, Micro-blogging. Many different 
methods are followed to determine the polarity but the 
common methods in use are lexicon based and 
machine learning based techniques. This paper also 
deals with how to create our own sentiment analysis tool 
which helps in detecting the polarity.  
Machine learning can be classified into two types: 
supervised and unsupervised learning, whereas these 
two types of learning based techniques has many 
algorithms which can be used for performing the 
analysis [3-4]. 
Sentiment analysis tool for Twitter and Facebook [5] can 
be built and also many programming languages 
supports in developing the tool. Usually sentiment 
analysis done through programming languages involves 
the steps like collecting the data, labeling the data, 
preparing the data and training our prepared data and at 
last making predictions on our analysis [6-7]. 
But many online sentiment analysis tools are also 
available, but the accuracy will not be up to our 
expectations and also the result produced will not give 
the correct analysis of the products or reviews. So, 
sentiment analysis with our own effort gives the better 
result. 

II. RELATED WORKS 

An approach for detecting the sentiment analysis on 
noisy and biased data [2], is given where the massages 
are classified as subjective and objective further the 
subjective messages are distinguished as positive and 
negative, the classifier used here is a supervised 
classifier which reduces the effort on labeling. Noisy and 
biased labels can be used as training data, though they 
have different bias an effective result was achieved by 
combining them. 
A method of  using the data sets for micro-blogging like 
hash tag, emotion and I Sieve and features like n-

grams, lexicon, part-of-speech [7] is used. Here, the 
combination of the features n-grams, lexicon and micro-
blogging on hash tagged dataset outperforms other 
features; emotion dataset gives an improvement in the 
absence of a micro - blogging feature. 
A sentiment analysis based on subjectivity

 
[8] is used. 

They proposed a method based on machine learning to 
detect the subjective portion of the sentence using text- 
based classification technique and hence minimum cuts 
in the graph can be identified. 
A method to perform sentiment analysis for an informal 
text like SMS and the negated words are taken into 
account has been proposed. For negated words 
separate dictionary called sentiment lexicon dictionary is 
created and hence the performance gain is up to 6.5 
when generated lexicons are used [10]. 
A custom Sentiment analysis tool for Twitter post [12-
13] has been discussed which increases the 
performance by increasing the overall scoring of tweets 
compared to the third party result. 

III. IMPORTANCE OF SENTIMENT ANALYSIS 

A. Techniques for Sentiment Analysis 
The following techniques are to be considered for 
sentiment analysis without these techniques successful 
sentiment analysis cannot be done. 
Lexicon Based vs Machine Learning. When Lexicon 
Based technique [8-9] is followed, it is based on the 
dictionaries where the words are listed in the dictionary 
and is annotated with both the polarity and the strength 
for calculating the polarity of the sentence and also this 
gives high precision and low recall. But when Machine 
learning

4
 is used we have to label the given example 

and then train the algorithm with the given example. 
Learning based technique is better when compared to  
Lexicon because in Lexicon based technique we have 
to depend on the dictionary which will not be available 
for all the languages and also in case of learning based 
technique it requires both labeling and training. 
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Fig. 1. Example for Machine Learning. 

According to the Lexicon Based formula the accuracy 
was calculated. 
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Statistical vs Syntactic Techniques. By general, 
syntactic technique gives the accurate result when 
compared with the statistical technique because 
syntactic technique follows syntactic rules and also it 
helps in detecting the verbs, adjectives and nouns, but 
one of the drawbacks is that it depends on the 
languages for which we are performing the sentiment 
analysis and also the classifiers result cannot be ported 
to other languages. On the other hand, statistical 
technique [11] is fully based on the relationship between 
words and categories, but we can use it on any other 
language and when the machine translation of the 
original data set is used it gives good results  
Neutral Class. Neutral class is very important for 
detecting the accurate sentiment, because when an 
SVM classifier is used, its overall accuracy is said to be 
increased because the neutral words are also classified 
as positive and negative moreover it will lead to over 
fitting. So, neutral class is also equally important like 
positive and negative class. 
Tokenization Algorithm. In the tokenization algorithm, 
n-gram framework is said to be used and the value of n 
should not be too big. 2-grams or 3-grams can be 
comfortably used and also the combinations of the 
keyword should be reduced and also the occurrences of 
the word should not be minded whereas when Binarized 
versions is used for the multiple occurrences of the 
words then better accuracy is achieved. 
Feature Selection Algorithm. Usually the words or 
features in the word is extracted which can be used in 
the tokenization algorithm and we cannot use all the 
words because there are many irrelevant words which 
are not needed for our analysis. Mutual Information and 
Chi-square test are the two mainly used feature 
selection methods. The result and also the accuracy of 
the algorithm depends on the type of the application we 
are analyzing and the different configurations used, 
whereas we have to go for trial and error method to find 
which method and configuration suits the algorithm to 
give the best result. 
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Classifiers may deliver different results. We have to 
make sure that all the classification methods are tried 
because when feature selection is used some of the 
classifiers may outperform. Usually SVM is said to 
outperform all other classifiers, but Naïve Bayes

3
 is also 

said to perform well or even gives the better result than 
other outperforming algorithms so we should not 
eliminate the classifiers [14-15]. 
A) Types of Classifiers 
Bayes – Always the optimal (minimum error rate or 
minimum risk) but requires exact knowledge of class 
prior probabilities and class conditional probabilities of 
features. Seldom possible because exact nowledge 
rarely exists. 
Bayes linear – Assumes Gaussian distribution of 
features with equal covariance matrices for each class. 
A modest number of parameters to estimate. Fast 
training and classifying. In general, performance is 
limited.  
Bayes quadratic – Assumes Gaussian distribution of 
features with a separate covariance matrix for each 
class. Requires many parameters (feature covariances) 
to be estimated. Fast training and classifying. 
Performance may be poor when data is significantly 
non-Gaussian. 
 Nearest neighbour (1-nearest neighbour) – A simple 
nonparametric method that uses all the training data for 
classification. Has high computational complexity for 
classification, though some acceleration methods exist. 
Must select a metric. Upper bound on error rate 
approaches twice that of ideal Bayes classifier.  
k-Nearest Neighbour – A robust non-parametric 
classifier. Classification has high computational 
complexity when. Must select metric and value of k. k 
must be set using validation. Can have excellent 
performance for arbitrary class conditional pdfs.  
Parzen window – Robust non-parametric. Must select 
form of kernel and size parameter h. Complexity and 
performance is similar to k-NN method.  
Neural network – The multi-layer perceptron (a non-
parametric classifier) is the standard network to use for 
supervised learning. Other types of neural networks are 
useful for unsupervised learning. Training can be very 
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slow, but classification is fast. The number of hidden 
nodes must be set using validation. Can have excellent 
performance. Impossible for a human to “understand” 
the classifier. Performance is vulnerable to unforeseen 
input data.  
Decision tree – non-metric method. Gives a set of rules 
that can be understood. 
 The domain or topic is important. What domain we 
are going to discuss also matters a lot because the 
accuracy of the classifier depends on the domain some 
classifier may give 90% accuracy in one domain which 
may vary it to 60% in some other domain so it depends 
on the type of the classifier we are using when we 
considered for example the twitter application lexicon 
based techniques should be avoided because users 
may use idioms, jargons which may heavily affect the 
polarity.  
Techniques may vary. Some techniques may vary and 
it may fail to work on some domains and also the quality 
of the result may not be good so, we should not depend 
on the particular technique which may result in a poor 
result and also the algorithm may be unnecessarily 
complicated. 

One of the important techniques for building a 
highly accurate classifier is to use the ensemble 
learning where we can combine the ensemble learning 
results and the results of the different classifiers which 
can be presented in the different dimensions like 2D and 
3D but unfortunately the ensemble learning may fail in 
the text analysis and so the ensemble learning is 
avoided in most cases. 

IV. API’s  IN SENTIMENT ANALYSIS 

This section discusses about the importance of 
sentiment analysis and it is such an essential thing for 
small businesses which provides the offer to improve 
their business and helps in discovering their unique 
quality about their products. It will help them to identify 
their customer needs. 
There are many API’s available for sentiment analysis 
like Semantria API, Alchemy API, Text processing API, 
NLP Tools API, Sentiment analysis API, etc., these API  
can be available for both cost and free. 
        Among which Alchemy API uses machine learning 
and also it uses a Natural Language Processing which 
involves both the sentiment analysis and semantic text 
analysis which helps the clients over the cloud. This 
Alchemy API is useful in analysis of document- level, 
entity- level sentiment, keyword- level sentiment for 
monitoring the social media to analyze the trend. This 
Alchemy API returns the result in the form of XML, 
JSON and also in RDF formats. Many different 
extractions are used like relation, text, face, image link, 
author, Language Detection. Here the API calls include 
HTML API, Text API, Web API. It supports the 
languages like English, French, German, Italian, 
Portuguese, Spanish, Russian.  
         Some kind of API’s can be used in the 
programming languages, but there are some API’s 
which can be used as tools. One of the API tools is 
Sentiment 140. Sentiment 40 is a recommended tool for 
classifying the polarity of tweets. Just by registering for 
sentiment 140 API, we can easily make use of the API 
as a tool, but the accuracy will not be up to our 
expectation.  
Semantria API is used for text or sentiment analysis in 
the cloud which is very fast, distributed, scalable and 
highly customizable. Semantria cloud is said to be well 
maintained for all the users, which helps the users in 
running on both their desktop and mobile. This API also 

supports languages like C++, JAVA, PHP, .NET, 
Python, Ruby and Javascript with the help of these 
languages the implementation can be made to the best. 
There are several online API’s which can be used 
without any cost one of the examples is Viral Heat API 
which helps in analyzing the social media just by signing 
up for free it was already used in beta and also three 
analytics partners are included like Zuberance, Seesmic 
and Klout. 
Thus, many API’s are available which can be used by 
the developers and it depends on the users to use free 
API or Cost API 

V. RESULTS AND DISCUSSIONS 

In the sentimental analysis accuracy for the 
methodologies were appreciated more for the  past one 
decade. In the work, the proposed technique gives high 
precision of results in terms with Quality of Service 
(QoS) accuracy. The dataset records taken in the Table 
1.were tested with WEKA tool to know the accuracy for 
the same dataset applied on different methods in 
sentimental analysis. Reports are exhibited in the paper 
below. 

Table 1. Sentimental analysis Report. 

Methodologies 
DataSet 
Records 

Accuracy 
Rate 

Bayes Theorem  944 82.4 

KNN 944 72.9 

SVM 944 80.7 

Syntactic 
Techniques 944 79.7 

Ensemble model 944 85.4 
 
VI. CONCLUSION 

In the sentimental analysis various techniques were 
applied so for by the researchers. In the paper, plenty 
number of methodologies were proposed like Machine 
learning algorithm, Syntactic Techniques, Support 
Vector Machine and Feature selection for sentimental 
analysis for different applications that  gives the long 
mileage and mile stone to the customers to get good 
products in online shopping’s. The other techniques like 
Bayes, Neural Networks, K-NN and Natural Language 
Processing also used to support the above methods to 
attain the perfect result in sentimental analysis. 
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